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ABSTRACT 

This paper summarizes two graduate-level class projects in 
EE201A/EE298 (VLSI Architectures and Design Methods) at 
the University of California, Los Angeles (UCLA). The pur-
pose of the class is to explore the impact of system-level op-
timization for various target platforms using EDA. 
 
 

1. INTRODUCTION 
Nowadays, CAD and software development tools are indis-
pensable to develop a complex system on chip in a short time. 
These tools must be supported with a system-level design 
methodology in addition to individual hardware/software 
design. While it is well known that design decisions at sys-
tem level have most impact on the final performance, there 
are very few standard textbooks, educational materials or 
standard methodologies available. 

The goal of system-level design is to translate a specifica-
tion in high-level language (English, Matlab, C/C++) to im-
plementation level, based on requirements such as the 
throughput, area, power, and the development time. It is im-
portant to give students an opportunity to consider a system-
design flow in an educational setting and compare the im-
plementation result of different platforms. This concept is 
illustrated in Fig. 1. 

The class of Spring 2000 [1] was divided in 11 teams of 2 
or 3 students. They started from an identical LPC Speech 
Coder and implemented this on five different signal process-
ing platforms: three programmable DSP processors (TI C55x, 
C54x, and C6x) and two signal processing design environ-
ments (Ocapi [2] and A|RT Designer [3]). All five designs 
were compared based on energy, area, clock frequency/MIPS 
and design time.  

The 13 teams of the class of Spring 2002 [4] conducted a 
similar experiment to design a high-speed JPEG encoder. In 
this class, 5 different approaches were taken to implement a 
JPEG encoder. Students used 3 different design languages 
(SystemC, HandleC, and SpecC [5,6]), and targeted 4 differ-
ent platforms: 2 DSP processors (TI C54x, Analog Devices 

Blackfin), and 2 dedicated FPGA implementations. 
Starting from a high-level specification, students thus 

could compare a wide variety of design approaches. 
 
 

2. DESIGN METHODOLOGY 
This section describes the design methodology for imple-
menting LPC speech coder and JPEG encoder on the various 
platforms. In both projects, students started from a high ab-
straction level, optimized it in system-level perspective, and 
refined the spec to implementation. Students were separated 
into several teams and tried to find the best design given 
their platform. A crucial constraint for all these designs is the 
design time, which was limited to the time of one quarter (10 
weeks). 

 
2.1. The LPC Speech Coder project 
The Linear Prediction Coefficients (LPC) speech coder was 
first designed in floating-point format in MATLAB [7,8]. 
Then, fixed-point refinement was used to efficiently map the 
algorithm onto fixed-point platforms.  

For the platforms of TI DSPs (TI C54x, C55x, and C6x), 
the internal wordlengths are fixed to 16 bits for most arith-
metic operations. There are several criteria which affect the 
fixed-point wordlength decision, including recognizable 
synthesized speech, pitch frequency matching, avoidance of 
signal overflow/saturation at each point in the algorithm, and 
avoidance of saturation of the synthesized speech. To obtain 
a fixed-point C++ code suitable for the fixed-point DSPs, 
students rewrote the entire algorithm using 16-bit C arithme-
tic. 

Both Ocapi and A|RT Designer rely on a fixed-point C++ 
library. The refinement target for Ocapi is a cycle-true de-
scription, while A|RT Designer uses a compilation step to 
map behavior onto a VLIW architecture template. 

All the implementation models were evaluated by simula-
tion in this project. 

 
2.2. The JPEG Encoder project 
We started from a reference JPEG encoder implementation 
in C. At the first step, data-flow analysis is done of the C 
code to identify the individual processing stages in the JPEG 
encoder. In addition we also analyze the background mem-
ory requirements of the JPEG encoder in order to optimize 
the memory architecture of the target platform. 

In a second step, each team translates the reference imple-
mentation in C into a system level modeling environment, 
which is one of SystemC, HandleC, or SpecC.  

The third step deals with fixed point refinement. Depend-
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ing on target platform, an appropriate fixed-point refinement 
has to be done, similar as with the LPC coder. 

The last step is the implementation phase, where each 
team implements their design on one of 3 reference PCBs: A 
Spectrum Digital board with C5410 [9], an Analog Devices 
Blackfin evaluation board [10], and an Insight Electronics 
board with a Xilinx Virtex-II [11]. 

 
 

3. RESULTS 
3.1. The LPC Speech Coder project 
Table I shows the results for the LPC coder. The Ocapi solu-
tion is slightly over half the size of the A|RT Designer solu-
tion. However, these figures are somewhat deceptive as both 
designs were mapped onto a different technology (0.25-µm 
vs 0.35-µm). 

Energy figures for each design are given in Table I in units 
of energy per frame. These values are based on the simula-
tion and assumed to run the processor at the lowest clock 
frequency that still guarantees to meet the real-time con-
straints. The circuit design with Ocapi resulted in the lowest 
energy per frame. 

The technology varies with the platform (0.15-µm for the 
DSPs, 0.25-µm for Ocapi and 0.35-µm for A|RT Designer). 
The energy for each design refers to the energy of the core 
and the memory and not for the I/O. The DSP processors 
have a much larger memory than needed for the application, 
which results in a large energy consumption. On the other 
hand, they are built in a more advanced technology.  

The details of this project are reported in [12]. 
 
3.2. The JPEG Encoder project 
The number of memory accesses was optimized by each 
team using ATOMIUM [13]. More than half of the teams 
were able to reduce the access count by 50% or more. 

The design time for system-level modeling was two 
weeks. We observed a big variation in the result obtained 
with SpecC, HandleC and SystemC [14]. We attribute this 
variation in results mostly to the lack of a well-documented 
design approach for some of the design languages at the 
time of the project. 

All of the teams using a DSP platform could implement 
their design successfully onto the evaluation PCB. However, 
no team targeting the FPGA board could obtain an imple-
mentation within the 10 weeks time limit. The low program-
ming abstraction level was found to be the prime culprit here. 
Based on the data reported by the teams, the JPEG encode 
performance is calculated and compared in Table II. 

 
 

4. SUMMARY AND CONCLUSIONS 
Throughout the projects, students observed that system-level 
optimization had great impact on the final implementation. 
The obtained results varied strongly with both the target plat-
forms as well as the tools used. DSPs offer high flexibility, 
easy learning curves and fast design times. More heteroge-
neous or application-specific architectures offer better per-
formance at the cost of extra design time. Students reported 

that the material covered in these courses is new and com-
plementary to the material offered in a traditional EE cur-
riculum. 
 

Table I. The LPC Speech coder performance 
Platform Area—

Memory 
Cycles / 

Frame [K] 
Energy / 

Frame [µJ] 
Power 

Supply [V] 

TMS320V
C5410A 8.7 KB 240 144 1.6 core 

TI C5510 10.2 KB 120 53 1.5 core 

TMS320 
C6201 16.0 KB 30 66 1.5 core 

Ocapi 1.4 mm2 11 2.1 2.5 

A|RT 
Designer 

3.2 mm2 
2.3KB ROM 
1 KB RAM 

3 4.3 3.3 

 
Table II. The JPEG encode performance 

Platform 
(source code) 

Average of 
Required Cycles 
[cycles/64blocks] 

Code 
Length 
[lines] 

JPEG encode 
Performance 

[blocks/s] 

Blackfin 
(C code) 1,524K 879 12,602 

@300MHz 
TMS320VC5410 

(C code) 1,499K 707 4,270 
@100MHz 

A|RT Designer 
(SystemC) 677K 1,015 - 

DK1 
(HandleC) 700K 1,312 1,357@15MHz 

(Simulation Value) 
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