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Abstract. Security for sensor networks is challenging due to the
resource-constrained nature of individual nodes, particularly their energy
limitations. However, designing merely for energy savings may not result
in a suitable security architecture. This paper investigates the inherent
tradeoffs involved between energy, memory, and security robustness in
distributed sensor networks. As a driver for the investigation, we intro-
duce an energy-scalable key establishment protocol called cluster key
grouping, which takes into account resource limitations in sensor nodes.
We then define a metric (the security leakage factor) to quantify security
robustness in a system. Finally, a framework called the security-memory-
energy (SME) curve is presented that is used to evaluate and quantify
the multi-metric tradeoffs involved in security design.

1 Introduction

Distributed sensor networks (DSNs) are a particular class of ad hoc networks
that consist of (potentially) thousands of individual sensor nodes, each com-
municating via low-power wireless channels. The individual nodes are resource-
constrained devices comprised of a microcontroller, memory, environmental sen-
sors, and a radio transceiver. Potential application areas include military battle-
field scenarios, habitat monitoring, building environmental control, and factory
reliability sensing. Security plays an important role in sensor network architec-
ture, as sensors may be deployed in enemy territory, contain private monitoring
information, relay trade secrets, or possess other forms of sensitive data. Due
their unique nature, DSN security is challenging in many ways: security must
be scalable, be maintained without a powerful server, adapt to changes in net-
work topology, and take into account the physical exposure of the nodes to an
adversary.

However, perhaps the most challenging aspect of security in sensor nodes is
coping with their severe resource constraints. Each individual node is limited in
processing ability, memory, and energy. Energy in particular is the most valuable
resource a node possesses; in most cases, unless energy-scavenging techniques are
used [1], once energy is depleted in a node, the node is permanently offline. This is
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why energy-based denial of service attacks [10] such as sleep deprivation torture
[11] are particularly effective against DSNs. Hence, unlike security protocols
for workstations (or even PDAs and notebook computers), energy expenditures
for the security architecture of sensor networks must be kept to a minimum.
By examining energy costs of security in a sensor network, it is clear the largest
energy consumer is radio transmission. In the symmetric-key protocol SPINS [2],
the radio transmission aspect of the protocol uses over 97% of the total security
energy, while the actual encryption requires less than 3%. Studies in [12] show
that for sensor networks, the energy/bit expended in radio transmission is three
orders of magnitude greater than the energy/bit expended in AES symmetric-
key encryption. Hence, minimizing transmission cost in a security architecture
is a key design goal. However, merely reducing security transmission energy
may require a tradeoff with other resources (such as memory) or even affect
the robustness of the security mechanism itself. The purpose of this paper is
to investigate this relationship between energy, memory, and security in sensor
networks. We propose a framework called the SME (security-memory-energy)
curve to quantify such tradeoffs.
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Fig. 1. Cluster Key Grouping Pre-Deployment Scenarios.

2 Cluster Key Grouping

As a driver for our investigation into energy-memory-security tradeoffs, we first
present an energy-scalable protocol called cluster key grouping. In cluster key
grouping, a key pool of P keys is generated off-line as shown in Fig. 1a. Prior to
deployment, each node is randomly programmed with C clusters of keys, each
cluster having a width of W keys per cluster; the total number of keys stored
in each node is K = C · W . All nodes are programmed with the same number
of clusters C, with each cluster having the same width W . The key ring model
presented in [4] is the specific case where W = 1 and thus K = C, as shown in
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Fig. 1b. In the scenario in Fig. 1c, each node is programmed with C = 2 clusters,
each of W = 4 keys; in the scenario in Fig. 1d, each node is programmed with
only one large cluster of width W = 10.

Upon deployment, each node broadcasts the starting address of each of its C
clusters. The remaining W − 1 addresses of each cluster are not broadcast since
they are implicitly known from the starting address. If two nodes share at least
one key between them, then a connection can be established based on the shared
key and a secure link is said to be formed between them. The probability that
the entire network is securely connected is related to Pc, the graph connectivity.
The graph connectivity is a function of p, the probability two nodes share at least
one key between them, also called the overlap probability. Given N nodes in a
network, the desired graph connectivity can be calculated using the equation [4]:

Pc = lim
N→∞

Pr[G(N, p) is connected] = ee−c

(1)

where c is a real constant, and p = ln(N)/N + c/N . For an N -node network, a
p can be specified to meet the required graph connectivity.

2.1 Effects of C and W on p

For a specified overlap probability p, we now investigate how C and W are used
to generate p. As shown in the Appendix, p is derived as a function of the number
of clusters C as:

p = 1 − (
P − 2CW + 1
P − CW + 1

)2C · (P − CW + 1)2

P · (P − 2CW + 1)
. (2)

This equation can be used as follows: a desired probability of overlap p is
given as a specification. For a certain cluster size C, this equation determines
the cluster width W required to obtain the desired p.
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Fig. 2. Total Number of Keys in Cluster Key Grouping (to achieve p = 0.4).
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Fig. 2 shows the total number of keys required (K = C · W ) for different
C values, given P = 10, 000 and the specified p = 0.40. At one extreme is the
case presented in [4], where W = 1 and hence K = C · W = C, as in Fig. 1b.
In this case, by spreading the keys evenly throughout the entire key space, the
lowest K = 51 total number of keys is required to obtain the specified p. At the
other extreme is the case where only one wide cluster is stored, hence C = 1 and
K = C ·W = W , as in Fig. 1d. Since all the keys are forced into one cluster and
are not spread over the key pool, this case requires the highest K = 2001 total
number of keys to obtain the specified p.
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Fig. 3. Memory and Energy Requirements in Cluster Key Grouping (to achieve p =
0.4).

3 Energy-Memory Tradeoffs

With a driver protocol in place, we now examine the tradeoffs in security design.
As stated earlier, the cluster-key grouping protocol is energy-scalable. By this we
mean that the transmission energy expended to complete key agreement varies
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based upon the value of C chosen. Recall that upon deployment each node must
broadcast C starting addresses to its neighbors at a cost of Eb Joules per bit,
requiring a total transmission energy of:

energy = C · Eb · �log2 P � [Joules]. (3)

In the following simulations we assume the transmission energy of a Sensoria
WINS NG node broadcasting at 10 mW RF over 900 meters, with a value of
Eb = 21 mJ/bit [12]. (It is important to note that the energy factor does not take
into account the reception energy or the energy required for re-broadcasting due
to collisions in a CSMA scheme.) It is clear that the required transmission energy
increases linearly as C increases, as seen in Fig. 3 for P = 10, 000, keysize = 64,
and the desired p = 4.

However, by choosing different values of C, the memory requirements of
the security architecture are also affected, but with an opposite trend. In this
sense, the protocol can also be considered memory-scalable. Each node requires
memory to store K = C · W total keys, each of keysize bits (i.e. 64, 128, etc.).
Each node also must store the starting address of each of C clusters, with each
address requiring �log2 P � bits of memory. Hence the total memory requirement
of each node is:

memory = K · keysize + C · �log2 P � [bits]. (4)

These memory requirements fall quickly as C increases, as seen in Fig. 3.
Thus for a specified overlap probability p, though energy requirements increase
as C increases, memory requirements decrease as C increases. This leads to a
tradeoff between the two physical metrics called the weighted memory-energy
curve, which is the memory multiplied by the energy. (A weighing factor is
introduced to compensate for the effects of varying overlap probabilities.) This
is also shown in Fig. 3.

Table 1. Corner Cases of Cluster Key Grouping.

W C K pactual Memory Energy Memory·Energy

1 51 51 0.40787 497 bytes 15 mJ 7.31 Kbytes-mJ
2001 1 2001 0.40010 16,000 bytes 0.294 mJ 4.71 Kbytes-mJ

To consider these tradeoffs in more detail, the two corner cases are examined
in Table 1. The corner cases are defined as the extreme scenarios of C: the W = 1
(C = K) case, where each cluster is only one key, and the C = 1 case, where only
one wide cluster is stored. From a pure communication energy standpoint, the
C = 1 case requires 51 times less energy than the W = 1 case, since each node
broadcasts only one starting address rather than 51 starting addresses to its
neighbors. If energy were the only design factor, it is obvious this is the optimal
solution. However, from a memory standpoint the C = 1 case also requires 32
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times more memory than the W = 1 case, since a greater number of keys are
required to obtain the desired overlap probability p. Thus, a tradeoff between
memory and energy—the memory-energy curve—is quite apparent. The values
of the memory-energy curve for the W = 1 and C = 1 cases are 7.31 and
4.71 Kbytes-mJ, respectively, which are on the same order of magnitude. Thus
designing for the minimum of the memory-energy function would lead to using
the C = 1 scenario.

Between the two corner cases lies the wide range of energy and memory uti-
lization seen in Fig. 3. By varying the factor C, the cluster key grouping protocol
can be energy-scaled (or conversely, memory-scaled) to meet the resource con-
straints of the network, with all permutations meeting the overlap requirement p.
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Fig. 4. Compromise Factor in Cluster Key Grouping (to achieve p = 0.4).

4 Security Tradeoffs

The above tradeoffs involve only the physical metrics of energy and memory. The
question that remains is how security robustness is affected by such tradeoffs.
Since security is an abstract concept, we must first formulate a “metric” for
security that can be then traded off with the physical metrics. This metric will
be called the security leakage factor, which quantifies the significance of a security
breach to a system.

We begin by introducing the notion of the compromise factor, which is the
number of keys compromised if a single node is compromised divided by the key
pool, hence compromise factor = K/P . The compromise factor is plotted for
different values of C in Fig. 4. Clearly, the greater the key spread over the key
pool (i.e. the larger the number of clusters C), the fewer total keys K that are
required, creating a lower total compromise factor. In order to quantify the effects
of such a compromise on the security architecture, the security leakage factor
is defined. The security leakage factor (SLF) is a function of the compromise
factor:
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security leakage factor = 1 + sw · compromise factor (5)

where sw is the security weight, which is any natural number. Security weight
can be any positive real number, but for the sake of illustration natural numbers
are used in this paper. As stated earlier, the security leakage factor—and the
security weight in particular—attempts to roughly quantify the importance a
security compromise has to a network. For example, if a network for whatever
reason is not affected by a compromise or assumes that one cannot be made, then
sw = 0 would be assigned. If a network is extremely sensitive to key compromise,
then a higher security weight (e.g. sw = 5 ) would be assigned.
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Fig. 5. Security-Memory-Energy Tradeoffs in Cluster Key Grouping (to achieve p =
0.4).

With a security metric in place, a comparison framework can be defined
which quantifies the tradeoffs between security, memory, and energy. We call
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this framework the SME curve, which is defined as security leakage factor ·
memory · energy. Fig. 5 shows SME curves for different security weights. As
can be seen, depending on the security weight, there is a minimum of the curve
along a particular number of clusters C. The case of sw = 0 (no security effects)
is the memory-energy curve mentioned earlier whose minimum is at C = 1.
When security has a low priority (sw = 1), the SME follows a curve similar to
the weighted memory-energy function. However, when security leakage is more
important (sw = 3), then the curve alters into a reverse bell with a minimum at
C = 13 clusters. This indicates that a network can have a minimal loss of security
coupled with minimal energy consumption and memory requirements (according
to our definitions) by choosing this cluster size. The sudden increase in the metric
at smaller values of C is due to the increased importance of the compromise
factor, which is large for small cluster numbers. (This characteristic increase
begins at the security weight of approximately 1.8). At a security weight of
sw = 5 the minimum of the curve shifts to the right (towards a lower compromise
factor) and hence a minimum is achieved at C = 19 clusters. As sw increases
to even larger values, the “tail” of the curve occurring at larger values of C
continues to decrease until eventually the curve mimics the compromise factor
itself; for sw = 65 and greater, the minimum SME is always at C = 51 clusters.
Table 2 summarizes these results.

Table 2. Security Tradeoffs in Cluster Key Grouping.

sw C (minimum) Security-Memory-Energy

0 1 4.71 SLF-Kbytes-mJ
1 1 5.65 SLF-Kbytes-mJ
3 13 6.40 SLF-Kbytes-mJ
5 19 6.49 SLF-Kbytes-mJ
65 51 9.73 SLF-Kbytes-mJ

Therefore, by designing for the minimum of the SME curve instead of the
minimum of energy curve, tradeoffs between energy, memory, and security can be
taken into account. Though the security leakage factor is specific to the cluster
key grouping model, it demonstrates the notion that security can be quantified
as a metric, which can then be used to perform tradeoffs with traditional metrics
such as energy, memory, processing latency, etc. In security architecture design,
such a metric and such a framework are necessary to measure the sum effect of
dimensionally-different metrics and to allow for fair comparison between similar
protocols.

5 Related Work

In this section of the paper, we evaluate prior art sensor network security mod-
els. There are two simple key management schemes that can be used in sensor
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network security. The first scheme is the pre-deployment programming of a sin-
gle universal key into each of the N nodes of the network. In this scheme the
key distribution problem is solved and nodes can communicate with one another
securely by encryption via this universal key. However, security compromise is
catastrophic in that if one of the N nodes is compromised, the security of the
entire network is compromised. The other simple key management scheme is
the pre-storage of pair-wise node keys, where each node stores a separate key for
communication with each of the other N −1 nodes in the network, with the total
number of keys in the network being N · (N − 1)/2. Clearly if N = 10, 000, this
mechanism is impractical in terms of memory constraints. Renewability is also
an issue in this scheme, in that it is difficult to add new nodes to the network,
unless extra renewal keys are pre-stored in each node before initial network de-
ployment. Looking past these cases, there have been other proposals to address
sensor network security.

[2] introduces the protocol suite SPINS (Security Protocols for Sensor Net-
works). SPINS includes two symmetric-key cryptographic protocols: µTESLA for
authenticated broadcast from basestations (powerful nodes) to nodes, and SNEP
for data confidentiality, authentication, integrity, and freshness. The SPINS suite
uses counters and rough time stamps to ensure freshness. In SNEP, each basesta-
tion shares a secret key with each node in the network. In order for two nodes to
communicate securely with one another, they must each go through a protocol
with the basestation in order to obtain a node-to-node encryption key. Hence,
SPINS has a potential problem with scalability, as the basestation may become
a computational bottleneck if the number of nodes requesting keys overloads its
bandwidth or computational capacity. SPINS also requires all nodes to be in the
radio range of the basestation.

The scheme presented in [3] introduces another symmetric-key scheme in
which all nodes share an initial universal key KGI . This key is used as a root
to generate other keys and allows for groups of nodes to elect local leaders
(clusterheads) to control key management. A universal traffic encryption key
(TEK) is generated from the universal key KGI via hash functions and allows
for all the nodes to communicate with one another in the network. This TEK is
periodically updated to ensure freshness. One assumption mentioned in the paper
is that tamper-proofing is assumed for each of the nodes. In some deployment
scenarios (i.e. high security applications) tamper-proofing every node is possible;
in other scenarios tamper-proofing may not be as feasible.

[4] presents a key distribution and establishment scheme based on the princi-
ple of a key pool and key ring. First, a large pool of P random keys is generated
off-line. Prior to deployment, each node is programmed with K keys selected
from the key pool using the sampling without replacement probability model.
The set of K keys is called the key ring. Upon deployment, a discovery protocol
begins in which each node broadcasts, in cleartext, its K key identifiers to its
neighbors. If two neighboring nodes discover that a key is shared between them,
then a secure connection can be established based on that shared key. This model
is what was referred to as the basic key ring model.
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[5] expands on the principles of [4] with three new techniques: 1) the q-
composite scheme requires q keys to overlap, rather than a single key, to estab-
lish a secure connection, 2) the multipath-reinforcement scheme allows for a key
update that requires correct communication from multiple paths to regenerate
the key, and 3) the random-pair-wise scheme allows for node-to-node authentica-
tion. [6] presents a Blom pre-distribution scheme intended to improve resiliency
of the network to node capture.

For general ad hoc network security, [8] proposes a public-key cryptography
solution, in which threshold cryptography is used. Threshold cryptography is a
technique in which a group of nodes form a certificate authority, which essen-
tially verifies the link between an entity and his public key. [7] also presents an
ad hoc security model using threshold cryptography and public-key encryption
and decryption. The protocol mentioned in [9] uses a modified PGP (pretty good
privacy) model to implement key management. However, public-key techniques,
while possibly applicable for general ad hoc networks, may not be suitable for
sensor networks based on energy considerations. [12] shows that public-key en-
cryption energy requirements are orders of magnitude greater than symmetric-
key encryption requirements. For example, on a MC68328 DragonBall processor,
a 1024-b encryption for the symmetric-key AES algorithm requires 0.104 mJ. In
contrast, a corresponding public-key encryption using RSA requires 42 mJ, which
is 400 times more than AES. [13] also demonstrates that the energy cost of el-
liptic curve public-key cryptography is two to three orders of magnitude greater
than Rijndael symmetric-key cryptography.

6 Conclusion

Energy-driven design is important in the architecture of secure sensor networks.
However, energy is not the only criterion that must be factored into the devel-
opment of a security architecture. This paper has demonstrated—via a protocol
called cluster key grouping—that there are inherent tradeoffs involved between
energy, memory, and security. By quantifying security as a metric and creat-
ing a comparison framework (the SME curve), an optimal architecture can be
designed which factors in all such metrics.
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Appendix

To derive the overlap probability p, one must first consider the number of ways
C non-overlapping clusters of width W can be arranged along a key pool of size
P . It is clear that one cluster can have its starting point at any of P possible
positions, giving P possible arrangements for C = 1. For two clusters, the first
cluster may start in any of P ways, and the second cluster can start in any of
P − W − (W − 1) = P − 2W + 1 positions in modulo P arithmetic. The P − W
term indicates the number of starting positions available after the first cluster
is placed. The W − 1 term indicates the positions unavailable at the end of the
key space (because a W width cluster cannot fit in a space of W − 1 or less,
lest the clusters overlap). Thus the total number of ways for two clusters to be
arranged is P · (P − 2W + 1). Continuing this principle and performing nested
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calculations to larger cluster sizes, the total number of ways C clusters of width
W can be arranged given a key pool of size P is

P ·
P−CW+1∑

A3=1

A3∑

A4=1

· · ·
AC−1∑

AC=1

Ac (6)

for C ≥ 3. For large values of P , we use the equation

n∑

x=1

xr ≈ nr+1

r + 1
(7)

to obtain an approximate number of arrangements as:

P · (P − CW + 1)C−1

(C − 1)!
. (8)

The number must later be multiplied by 1/C to account for circular shifting
possibilities. The probability p that two neighboring nodes share at least one key
is 1 − Pr[no key shared]. The probability that no key is shared is the number
of ways 2C non-overlapping clusters can be arranged, divided by the number
of ways C non-overlapping clusters can be arranged in the first node and sec-
ond node, respectively, multiplied by the ways 2C clusters can be put into two
partitions of C clusters each:

Pr[no key shared] =

(
2C
C

)
· [# ways to arrange 2C nodes]

[#ways for node 1] · [#ways for node 2]
. (9)

Using the approximation earlier, p reduces to:

p ≈ 1 −

(
2C
C

)
[P · (P−2CW+1)2C−1

(2C−1)! · 1
2C ]

(P · (P−CW+1)C−1

(C−1)! · 1
C )(P · (P−CW+1)C−1

(C−1)! · 1
C )

(10)

which simplifies to

p ≈ 1 − (
P − 2CW + 1
P − CW + 1

)2C · (P − CW + 1)2

P · (P − 2CW + 1)
. (11)
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