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ABSTRACT

The security of sensor networks is a challengingaarkey
management is one of the crucial parts in constrgthe security
among sensor nodes. However, key management plotecuire
a great deal of energy consumption, particularly time

transmission of initial key negotiation messageshis paper, we
examine three previously published sensor netwakurity

schemes: SPINS and C&R for master-key-based schemnes
Eschenhaur-Gligor (EG) for distributed-key-basetiesges. We
then present two new low-power schemes, which WeBE&0OSK

and OKS as alternatives to master-key-based scheanes
distributed-key-based schemes, respectively. Cosdptr SPINS
and C&R protocols, BROSK can reduce energy consomjity

up to 12X by reducing the number of data transmissiin the
key negotiation process. Compared with EG, OKS cedenergy
by up to 96% and reduces memory requirements kg @g%.

Categories and Subject Descriptors
C.2.2[Computer-Systems Or ganization] : Network
Protocols

General Terms: Security
Keywords: Sensor Network, Key Management Protocol

1. Introduction

Due to emerging low power,
technologies, distributed sensor networks can ladizesl by
establishing networks among a large amount of dimy resource
constrained sensor devices. The application speatanges from
object tracking, habitat monitoring [1], the smapace [2], to
ubiquitous computing environments [3].

Because vast quantities of sensor nodes are ditgdhbn the
network, extremely low cost and low power become tore
design challenges. The low cost constrains theuress that can
be implemented on the devices, and low power requthe
operations to be done in a highly efficient way.rtwver, due to

Permission to make digital or hard copies of alpart of this work for
personal or classroom use is granted without feeiged that copies are
not made or distributed for profit or commerciavadtage and that
copies bear this notice and the full citation oa first page. To copy
otherwise, or republish, to post on servers oreuistribute to lists,
requires prior specific permission and/or a fee.

ISLPED’04 August 9-11, 2004, Newport Beach, California, USA
Copyright 2004 ACM 1-58113-929-2/04/0008...$5.00.

embedded and wireless

Sungha Pete Kim? Ingrid Verbauwhede®

2: Institute of Intelligent Systems, Mechatronics Center
Samsung Electronics Co., LTD.
Email: yevgeny.kim@samsung.com

the large scale and distributed nature of wiresessor networks,
the protocols and algorithms must be scalable.

The security of sensor networks is very challenging
Applications of sensor networks are as diverse abitét
monitoring, homeland healthcare, disaster siteuesand military
surveillance. Although different security levelse arequired for
different applications, baseline security mechasisme needed to
ensure the functionality of the network and protént privacy
and integrity of the sensitive data. Imagine a adenin which a
sensor network is deployed for homeland securityhdre is no
authentication and access control over this senstwork, an
intruder can potentially give a false command ® sbnsor nodes
and turn them into sleep mode without detectioralbfiormal
activities. Thus the sensor network should onlyeptdegitimate
queries, commands, and re-configuration.

Security protocols are rooted on secret keys whieh pre-
shared among the members in the network. Memberthén
network use the secret key to authenticate othembees or
encrypt the sensitive data that is transmittechan dir. However,
using the same secret key on every wireless lilksignificantly
increase the chance of crypto-analytic attacks.sKthat are
different for different links are called link-depent keys or
session keys. Session keys have higher securityaas® because
they vary over time and space, and thus are peefdor use on
wireless links.

Conventional security protocols are usually mak&srbased
or distributed-key-based management schemes. Mesgdrased
schemes are those in which every node shares & gmg-
installed master-key. Session keys that will beduse different
wireless links can be negotiated by, for examplsingple three
way handshaking and authentication protocol [1Gebaon the
master-key. This type of key management scheme thas
underlying assumption that the sensor nodes aneeiaproof and
the master-key which is stored inside each nodenatame
retrieved by the adversary [9][10]. However, theussption that
the nodes are tamper-proof cannot be ensured iry mansor
network applications because sensor nodes are lysledt
unattended in a hostile environment. Once the mdésie has
been hacked, the adversary can use it to breagetharity of the
entire network.

Distributed-key-based schemes pre-install a sutifSketys on
each node from a large key-pool [4]. By succesgfudicking one
node an adversary only obtains a small portiorhefwhole key-
pool. This makes the sensor network more robusbtie capture
attacks. Due to the necessity of storing multipleysk a



distributed-key-based scheme requires more menparyesthan a
master-key-based scheme.

In this paper, we propose two energy efficient
management protocolsBROSK (BROadcast Session Key
negotiation protocol) an@KS (Overlap-Key-Sharing), a master-
key-based scheme and distributed-key-based

BROSK can save up to 12X energy consumption byaieduhe
number of data transmissions in the key negotiapostocol,
while OKS can save 96% of the energy consumptiorsuge
existing distributed-key protocols. OKS can alshiece 78%
memory requirement reduction.

This paper is organized as follows. Section 2 dessr
existing master-key-based key management protoants the
BROSK protocol. Section 3 discusses distributecHiased key
management protocols and introduces the OKS prbtadee
energy consumption and resource requirements anpared and
discussed in Section 4, and conclusions are giv&ettion 5.

2. Master-Key-Based Key Management

Protocols

Master-key-based key management protocols preHinata
shared master-key on every node. Session keysvidie used
on different wireless links can be negotiated biiaamdshaking
protocol [10]. This section introduces two previgusublished
existing master-key-based key management protoS&ENS [8]
and challenge-and-response [10]. A new sessiomkeggptiation
protocol, BROSK, will also be presented.

2.1 Notation
The following is the convention we use to desciibetocols
in this paper.
¢« A|B: data A concatenated with data B.
¢« {M} kas . encryption of message M by key&
¢ MACK[M] : MAC (message authentication code) of
message M created by key K.

key

scheme,
respectively. Compared with existing master-key protocols,

Node A wishes to establish a secure key with Nod&dle A
sends a request message (M1) to nodén Brig. 1. Node B
receives this message and sends a message (M&y gefver S.
Key server S performs authentication and generttesshared
session key (Kg) and sends the key back to node A and node B
respectively (M3 and M4).

O,
@

M21:  Na| IDa

M2:  IDg{Na|Ng| IDa} kes
M3:  {Kag|Nal IDg}kas
M4:  {Kag|Ns}kss

Fig. 1 Session key agreement protocol of SPINS

Strictly speaking, SPINS cannot be categorized amster-
key-based protocol, because nodes in SPINS haveratif
“master-keys” with the key server and negotiatesiseskeys to
other nodes through the server. However SPINS hasn#ar
security hole as a pure master-key-based protocal Sense that
once a node’s “master-key” to the server has bemkdd, the
adversary can negotiate valid session-keys with athgr nodes
within the local area through the server. Therefae group
SPINS together with the other master-key-basedpods.

2.3 C & R (Challenge and Response)

The Challenge and Response protocol (C&R) is a Isimp
protocol that can authenticate and negotiate keyani ad hoc
scheme [10]. Nodes in the network have a sharetemlasy that
they use to authenticate each other. In C&R, adeyer is not
needed to perform the key negotiation process.

»
»

« N, : a nonce generated by node A. A nonce is a one-

M1
O
M2

time random bit-string, usually used to achieve

freshness. Data freshness implies that the datcésnt, g
and it prevents the adversary from replaying old M3 v
messages. M1:  request|N|IDa

¢ |D4: the identity of node A.

2.2 SPINS

SPINS is a well-known security suite for sensomoeks [8].
It includes two protocols, SNEP apdESLA. The former is for
confidentiality, two-party data authentication, egtity, and
freshness, and the latter provides authentication data
broadcasting. Here we focus on the key negotigpiatocol of
SPINS. As shown in Fig. 1, assume that node A wangstablish

a session key ks with node B through a trusted third party S, the

central key distribution center (KDC). This is a& that can
perform authentication and key distribution. NodasSPINS
have individual shared master-keys (i.e. each raodkethe server
share a unique key). Each node uses this masterde
authenticate itself with the server.

M2:  (IDg|IDa|NaINg) | MACK[ IDg|IDA|NAINg ]
M3: IDA|Ng|MACK[ID a|Ng]
KAB = MACK[NAlNB]

Fig. 2 Key negotiation protocol of C&R

A simple example is shown in Fig. 2. Node A firehds a
request message (M1) to node B. Node B replies miéssage
(M2) as a challenge to node A. When node A receivés
message, it proves its authenticity by sendingniessage (M3)
back to node B. This is a mutual challenge and emiitation
procedure and both node A and node B ugg &S their shared
session key.



2.4 BROSK (BROadcast Session Key

Negotiation Protocol)

BROSK is a fully ad hoc key negotiation protocchch node
can negotiate a session key with its neighborsrbgdrasting the
key negotiation message (M1 in Fig. 3).

S M1 |DA|NA1MACK(IDAINA)

@@.

@@@

Fig. 3 BROSK: Node A broadcasts key negotiation
message

K is the master-key shared among all nodes, 1® the
identity of node A, and different nodes have défarIDs. Once a
node receives the introduction message broadcabiedts
neighbor, it can construct the shared session keeherating the
MAC of two nonces. For example, in Figure 3 nodeiBreceive
the broadcast message from node A. Node A will eéseive the
broadcast message from node B (M2 in Fig.4). Then use Kg
(in Fig.4) as their shared-session key.

M2:  IDg|Ns|MACK(IDg|Ns)
Kag: MACK(Na[Ng)

Fig. 4 BROSK: Message M2 and shared session kgy K

3. Didributed -Key-Bassd Key Management
Pratoods

Distributed-key-based key management protocolsifspedty
address the security hole in which sensor nodedbeagrhysically
captured by the adversary, causing secret keyg tethieved. In
these schemes, only a subset of keys are seleatedhlly at
random) from a large key-pool and stored in eactiend’hus
capturing a node reveals only a small part of thal tsecret key-
pool. After nodes have been deployedkeg-discoverprocedure
is required in which sensor nodes show their neghlwhich
keys they own (by broadcasting only the indicesttaf keys).
Neighboring nodes form a secure link when they @k same
keys.

Definition 1: Two sensor nodes havesecure-linkif and only
if they are in the radio range of each other argy thave the
shared secret key between them.

Definition 2: The network issecure-connectedvhen the
network can be connected by oslcure-links

Because the keys are selected at random from {hpdd, by
probability, two neighboring nodes may not have shene key.
Thus there is no shared key that can be used smitegless link.
This problem can be solved by additional prototbé negotiate
keys through other secure paths [11], but thiseissibeyond the
scope of this paper. Here we focus on deriving guagon such

that for a given size of the network (number of e®dn the
network), the parameters such as the length okelyestring and
number of key-strings can be decided to achieve igh h
probability that the entire network is secure-canee.

3.1 Random Key Distribution

Eschenhaur-Gligor [4] propose a random key distitiou
scheme, which we call EG. Given a long key-pooBdfeys, m
distinct keys are randomly selected from the kegtpand
installed into each sensor node. The number of keybe key
pool, S, is chosen such that two random subsets of rsize S
share at least one key with a high probabjityn [5], Erdos and
Redyi showed that for a grag@(n, pi) with monotone properties,
wheren is the number of vertices apilis the probability that any
two vertices have a link, it is possible to get éxpected degree
for each vertex in the graph such that the proltglf the graph
to become connected is high. Here we define theedegf a node
as the number of wireless links a node has to atbdes in the
network. As analyzed by [4], the necessary expectete degree
d in terms of the number of the nodes in the netwndgk

d=

In( = 1In( p))) @

Here we give a simple example. We want to achidwe t
probabilityp that the network is connected to be 0.99999. ifethe
are 10,000 nodes in the network, then the degresachi node
needs to be 20.

3.2 OKS (Overlap-Key-Sharing)

The OKSprotocol generates a long bit-string to be the key-
string-pool KP) of the sensor network, and randomly assigns a
subset of the key-string-pool to be the key-stshgred in each
sensor (shown in Fig. 5). Sensors in OKS protoselthe overlap
intervals (number of bits overlapping between neahk) of the
key-strings as the shared secret key with theight®r nodes.
This differs from EG in that the EG protocol [das key-pools of
distinct keys if a key (or many keys) are shared between two
nodes, a secure connection is formed based on dis)k In
OKS, the key-string pool is a string bifts (not a pool of distinct
keys). The bits of the key-string which overlapvizgn two nodes
are used as the shared secret key between thesihois in Fig.

5, node A has been assigned key-stringakd node B has been
assigned K. If node A and node B are neighbors, they use the
overlap interval of Kk and I as the shared secret keygK
between them.

Because the key-strings are randomly assigneddo snsor
node, different pairs of sensor nodes have differgnes of
overlap intervals. For instance, node A and noded have a
64-bit overlap interval that can be used as theired-secret-key
while node A and node C may only have a 16-bit lageinterval.
However, it will significantly complicate the ar¢bcture of the
hardware to support keys with arbitrary length.cFeate a fixed
key size, we can simply add padding bits to crediged length,
or we can apply a hash-function to expand the &agth to fixed
length. For example, any amount of key overlap lbarentered
into a hash function to produce a fixed key siz¢safy) 128 bits.
The keyed-hash function can be formed by the sdowk lzipher
as for encryption, using a cipher-block chaining ssage
authentication code (CBC-MAC) configuration.



Different key lengths have different algorithmiccegty
levels and different key spaces. For example, aftlayed from
an initial 16 bits of overlap would have a lowecséty level than
a key formed from an initial 64 bits of overlap. higher layer
protocol must be designed to handle this feature Jecurity
level management is beyond the scope of this paper.

IKA 1
Node A T >
K AR
<> KP
Node R I g
KB

Fig. 5 Overlap-Key-Sharing protocol

According to equation Eqg. 1, each node needs te hav
degree ofd such that the network is connected with high
probability. If we want the network to be securevoected, each
node must have secure-links with its neighbors. Lat be the
average number of neighbor nodes within the comaoation
range of each node. Then probabiRtyis required to achieve the
high probability that the network is secure-conedct

P =d/n @)

Now we definePs as the probability that any two sensor
nodes in the network have an overlap intenRl. poses a
constraint on th®s Psshould be equal to or higher thh For
a specificPs we must determine what is the size of the key-
string-pool KP), the size of each key-strin&) and the number
of key-strings R) assigned to each node, in order to gend?ate
As shown in AppendixPs is derived as a function of theP, K
andR as:

_ KP(KP - 2R*K) **™*

Ps=1
(KP(KP - R * K) R™?)?2

©)

This equation can be used as follows: a desiredgtnitity Ps
is given as a specification. For a fixed key-stpapl size KP)
and number of the key-strings assigned to each if@fethis
equation can determine the required lenitlof the key-string
stored on each node. Fig. 6 shows the total numblegy-strings
R that are stored in each node for different netvgizks. We use
the assumption that each node has 40 neighborsxaonple, a
requirement of 20 secure links for each node regs to be
larger than 0.5. Given a network with 10,000 nodegh each
node havingR=6 key-strings, each key-string needs toKs95
bits and a total of 570 bits are needed for six¥eyngs. Capture
of one node reveals only 5.7% of the total keyaghpool as
opposed to 100% of the keys in master-key protocols

After nodes are deployed, thkey-discovery phasds
performed as nodes broadcast information abouthwkéys they
own and shared keys among neighbors are identifiei$. phase
is a bootstrap procedure when the sensor networKirss
deployed.

In terms of memory size requirements, OKS scaleg well
with the size of the network. Only a few more ke needed
when the network size is ten times larger. Assigmmore key-
strings to a sensor can achieve smaller memorytsiztore the
key-strings.
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2500 =
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5 % \\ —— 100,000 nodes
g 1000 s —
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2 ) ; ; ; . .
1 2 3 4 5 6
Number of key-strings assigned to each node

Fig. 6 Number of bits to store key-strings for different
network sizes

As we mentioned in Section 3, for the Ofi®tocol, different
pairs of sensor nodes might have different lengthverlap
intervals of their key-strings. For security reasome may require
that the overlap interval must be longer than dagerlength,
which we call theoverlap thresholdOV). Fig. 7 shows the total
lengths of the key-strings for different OVs. The higher the OV,
the longer the key-string length that is requirgldwever, from
the figure we see that these additional memoryirements are
not significant.

This also demonstrates the flexibility of OverlapyKSharing.
Based on different security levels and applicati@sS protocol
can be easily tuned to meet the requirements. Mereadding a
new node into the network is straightforward for ®Igrotocol.
New nodes are deployed, and as long as the nodecedeg
constraint addressed in section 3 is satisfied, mewes are
expected to have overlap intervals with their nb@is. Hence the
new node can construsecure-linkswith its neighbors.
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Fig. 7 Number of bits required to store the key-strings fo

different overlap thresholds
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4. Energy Reduction, Resource

Requirements, and Scalability

By examining the energy costs of security in a senstwork,
it is clear the largest part of energy consumptisnradio
transmission [8]. In the master-key-based protd8BINS, the
radio transmission aspect of the protocol uses 8Vé6 of the
total security energy, while the actual encrypti@yuires less
than 3%. Studies in [9] show that for sensor networthe
energy/bit expended in radio transmission is thoeders of
magnitude greater than the energy/bit expended IS A
symmetric-key encryption. Hence, minimizing datansmission
cost in the security architecture is the key deggal. Here we
compare the radio transmission cost of key managepretocols
of sensor networks and demonstrate how BROSK and OK



significantly reduce security energy requirementsha protocol
level.

4.1 Master-Key-Based Protocols

We now compare the numbers of data transmissicatsatie
needed to negotiate session keys for differentopods. Due to
the uncertainty of the wireless channel, many factave impact
on the number of transmissions, e.g. noise intenfag, channel
fading, and even signal collisions with anotherghbr node.
However, for simplicity, we assume all the data bartransmitted
successfully. We use the number of the transmisdiorevaluate
the energy consumption of the radio for each pwtoc

4.1.1 Energy Consumption
A simple N by N grid topology (Fig. 8) is used for

comparison. We assume a sensor node uses omrtiafigc
antenna and each node can hear the data transinttbe nodes
immediately around it, which means most nodes heigiht
neighbors. The comparison is based on two scen&ahario-A
is when sensor nodes have to negotiate a sessjonitkeeach of
their neighbor nodes. Scenario-B is when only tleles on
single, regular data path need to have sharedoseksys. The
path used is from lower right to upper left (aswhadn Fig. 8).
Both of the cases are extreme cases and the naamab will
usually reside in between. Fig. 9 shows the averagaber of

e000c 000
00000000z
00c 00000
0000000
000000 0”

Grid topology

transmissions per node for Scenario-A, while Fi@. i$ for
Scenario-B.

For Scenario-A, the average transmissions for nod8$INS
and C&R are about 8 and 12 respectively, while BRQBly
needs one. SPINS has fewer average transmissiams G&R
because there are only two data transmissions faeréain
wireless link, while C&R needs three data transioiss for a
link. SPINS alleviates the transmission load fansse nodes by
shifting the load to the server side. However, thiakes SPINS
non-scalable, an issue discussed in the next seiar Scenario-
B, the average transmissions for nodes in SPINSG&R are
about 2 and 3 respectively, compared with only waesmission
per node in BROSK. Hence BROSK can save up to I#X t
amount of required transmission energy.

4.1.2 Scalability of Master-Key-Based Schemes
In terms of the number of transmissions for key aggament
protocols, both BROSK and C&R scale very well vitie size of
the network. As mentioned in the section 4.1.1 N&Ps$hifts the
transmission load to the server side. From Fign® Rig. 10, we
can see the number of transmissions for the sénv&PINS is
several orders of magnitude larger than the trassons of the
other protocols. The problem is exacerbated byetkmonential

increase of transmissions for the server. Althonghmally the
server has more resources, high transmission lcadsstill be a
huge burden for the server in terms of computatamd
transmission and make the server the bottlenedkehetwork.
This feature makes SPINS very non-scalable withsthe of the
network.

1.0E+10 | —®— SPINS-server

1.0E+09 || —=— SPINS-node .
g 1.0E+08 {| —a— C&R -—
5 g 1.0E+07 1| —gg— BROSK —
1.0E+06
‘g g 1.0E+05 //‘/
~ § LOEw04
g’ E 1.0E+03
1.0E+02
S 1.0+01 n . n . .
1.0E+00 +—mt L L L il
1.0801 64 256 1024 2096 16384

number of nodes in the network

Fig. 9 Average number of transmissions for Scenario-A
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Fig. 10 Average number of transmissions for Scenario-B

4.2 Distributed-K ey-Based Protocols

4.2.1 Energy Consumption

We now consider energy consumption for distributeg-
based protocols. For a graph connectivity of 0.9988d a key-
pool size of 10,000, the EG protocol requires Afske be stored
in each node. For OKS protocol, we assume therdRaBekey-
strings on each node. We also assume that eacis key64 bits
and each key identity is 14 bits. The key identtthe address of
the key within the key-pool. These identities (eatthan the keys
themselves) are what are broadcast to neighborsnodestablish
awareness of key overlap.

The energy required when the key identity informmatiis
broadcast to the neighbor nodes duringkieye-discovery phase
proportional to the amount of information that neew be
transmitted. The EG protocol needs to broadcast Shidentifiers
of 14 bhits each, resulting in a transmission ofB8s. The OKS
protocol (with OV = 64) only needs to broadcast tarting
identities of each of its key-strings, since thmaing identities
are implicitly known from the starting identitiels this example,
there are three key identities, each of 14 bitsjcivhs a
transmission of 42 bits total. This results in atepdial
transmission energy reduction of 96%. This diffesein energy
consumption can be significant for mobile nodesabese mobile
nodes have to initiate thieey-discoveryphasewhen entering a
new areaand keep broadcasting their key identities.
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Fig. 11 Comparison of memory requirements of the random

distributed protocol (EG) and OKS

4.2.2 Memory Requirement

For EG protocol, the total memory required for ktgrage is
5850 bits. In contrast, the OKS protocol (withow/)Crequires
approximately 1100 bits and the protocol (with O\84) requires
approximately 1300 bits. Therefore, a memory reguent
reduction of at least 78% is achieved. Fig. 11 shtve memory
space requirements of the protocols.

5. Conclusion

In this paper, we examined three previously publiskensor
network security schemes, SPINS and C&R for mdstgrbased
schemes, and EG protocol for distributed-key-bastgmes. We
then presented two new low-power schemes, which calé
BROSK and OKS as alternatives to master-key-basbénses
and distributed-key-based schemes, respectivelynp@ced to
SPINS and C&R protocols, BROSK can
consumption by up to 12X by reducing the numberdafa
transmissions in the key negotiation process. Coetpwith EG
protocol, OKS reduces energy by up to 96% and eslueemory
requirements by up to 78%.

In addition to low power, scalability is extreméMgportant to
sensor networks. We have shown that BROSK and OKSeary
scalable to the size of the network. Server baskémses, e.g.
SPINS, are non-scalable for a large network sizkeOpreferred
features for sensor networks, such as easily adwngnodes and
supporting mobile nodes, are also important whersicering the
protocols of sensor networks.
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Appendix A. OKS Mathematical Derivation

This section will give the mathematical derivatiminOverlap-
Key-Sharing protocol. For a given size of the nekyalecisions
of the parameters such as the length of key-saimynumber of
key-strings can be made in order to achieve a pighability that
the network is secure-connected.

reduce energy

Given a key-string podkP, the size of each key-striig and
the number of the key-strind® that are assigned to each sensor
node, we have to calculate the probabilRg which can be
formulated as equation A.1.

Ps =1 — Pr[ two nodes have no overlap interval ] A.1

In order to calculate the probability that two eechave no
overlap interval, we have to know how many differeases we
can find that multiple key-strings have no overlagrval on the
key-string-pooKP. If we haveR different key-strings oKP, then
the number of different cases N[R] that these kepgs have no
overlap interval is the following:

KP KP -R

KA Agr-2
Z z AR z Agr_y A.2

A=l Ap=1 Ag-1=1

N[R] =

When KP is large, A.2 can be approximated by:
KP, (KP-R*K)®™

NR O A3
(R R (R-1)!

Now we can calculatBsas the following equation:
Ps=1- Pr[ twonodesdonot haveoverlapinterval]
_ (#of caseghat2R key - stream$iavenooverlap)

(#of casedochooseRr differentkey - streamd$rom theKP)
_1- GNI2R]

NIRT* N[R]
_,_ KP(KP-2R*K)**

(KP(KP-R* K)*™)? A4
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